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Introduction 

SAP BusinessObjects Planning and Consolidation, version for SAP NetWeaver (SAP BPC) is a robust 
planning and consolidation application designed to meet organizational budgeting, planning, consolidation, 
and reporting requirements. It supports a wide array of top-down and bottom-up financial planning needs, as 
well as consolidation processes necessary to ensure a smooth and timely financial close, all through a single 
application. Through the implementation and utilization of SAP BPC, organizations are empowered to meet 
increasingly stringent regulations, effectively plan strategically and tactically, and obtain the information 
necessary to gain important insights.  
 
It is a solution dedicated to fulfilling your planning, budgeting, and forecasting requirements, as well as 
enabling legal and management consolidations and advanced reporting capabilities. Furthermore, it enables 
all of these functions to operate through a single unified application with a best-in-class user interface (UI). 
 
The primary goal of this document is to help the consultants and customers to analyse the performance 
issues they might face in SAP Business Planning and Consolidation, version for SAP NetWeaver. This guide 
also provides some recommendations, best practices and guidelines on how to use, how to correct, how to 
configure and how to fine tune the product for performance gains. This document can also help consultants 
understand product technical details, performance influence factors, and performance analysis tools to help 
guide them on their customer implementation projects. 
 

System Landscape 

Solution Components 

SAP Business Planning and Consolidation, version for SAP NetWeaver, runs on the SAP NetWeaver BI 
platform, and also requires a Microsoft .NET application server.  

At a high level, it has four tiers: 

¶ Client tier ï Used to run Zero Footprint (aka ZFP, Web), Office (Excel, Word, PowerPoint), or Admin 
(Standalone .NET client application) 

¶ .NET Web Server and Application Server tier ï Used for data mapping and pass through between client 
and SAP NetWeaver App Servers and perform user authentications  

¶ SAP NetWeaver application tier ï SAP NetWeaver BW Application Servers (OLAP Engine and Application 
Logic) 

¶ Database tier ï Any Database including SAP NetWeaver BW physical data storage 
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Server Components 

To help you understand the configuration letôs review the technology components used by SAP BPC. For 
further details on the hardware requirements and underlying software requirements please refer to the 
service market place. 

SAP Business Planning and Consolidation ï Master Guide & Installation Guide: 

https://service.sap.com/instguidescpm-bpc  

 
1. Database Tier 

¶ Can be any database supported by SAP NetWeaver (MS SQL, Oracle, DB2, MaxDB, etcé) 

¶ Full support of 64 bit and Unicode capabilities 

¶ Common Processing 

¶ All reads of data 

¶ All write back of data 

¶ Metadata read/write 

¶ File Storage Read/Write 

¶ Storage location for all application files 

¶ Book Repository 

¶ Report & Input Templates 

¶ Unstructured Data 

¶ Conversion & Transformation Files 
  

https://service.sap.com/instguidescpm-bpc
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2. SAP NetWeaver ABAP Application Server 

¶ Supports any Application Server configuration supported by SAP NetWeaver 

¶ Common Processing 

¶ Script Logic, calculations, and MDX Parsing 

¶ Parameter Driven Logic 

¶ Data Manager Loads and ETL 

¶ Data Tables to XML Conversions and vice versa 

¶ OLAP Engine and Calculations 

 
3. Microsoft IIS Web Server 

¶ Microsoft IIS 

¶ Collection of CPM Services 

¶ Performs user authentication 

¶ Common Processing 

¶ Send and receive data between client and ABAP Application 

¶ Server 

¶ Rendering of System Reports 

¶ Live Reports Rendering 

¶ PDF Rendering for Distributor 

¶ SOAP Processing and conversion of data formats 

¶ Hosts ZFP 

Note: this tier contains 32-bit components that can be installed on a 64 bit platform when utilizing Windows On Windows 
(WOW), though will still have the same constraints as when installed on a 32 bit platform. 

 

4. BW Accelerator 

¶ Optional component 

¶ Used to optimize database read times for large data volumes 
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Load Balancing and Scalability for BPC 

1. Scalability 

For BPC product Scalability information, refer to this White paper document: 
12b. SAP BusinessObjects Planning and Consolidation, version for SAP NetWeaver, Performance and Scalability White Paper by 
WinterCorp (March 2010)  

 
2. Load Balancing 

Depending on the size of the user base and active concurrent users for your BPC application there 
might be a need to load balance certain parts of your environment in order to deal with the 
performance needs of your users. 
There are two different components that can be load balanced to enable Load Balancing: 
Load balancing of the BPC .NET Application Server 
And/Or 
Load balancing of the Netweaver System (BW System) 

 
3. .NET Server Load Balancing: 

 
A load balancer would need to be placed in front of the two BPC .NET application servers to distribute 
the incoming calls  
The load balancers can be acquired from third party vendors, for example the Microsoft Network Load 
Balancer (hardware or software network load balancers can be used) 
A Hardware load balancer is recommended for better performance and in most cases a more 
accurate distribution of the load 
The load balancer would determine which server has fewer loads and send the next user to that 
server 
 

4. SAP Netweaver Application Server Load Balancing: 
Load balancing in the Netweaver environment usually means creating additional dialog instances of 
your SAP System. The Netweaver Message Server automatically handles the load balancing between 
the different instances. 
You need to setup a logon group in the Netweaver System to which you assign all the system 
instances to be used by BPC (transaction SMLG) In BPC 7.0/7.5 we have the possibility to point the 
.NET Server directly to the Netweaver Message Server for the load balancing capability. 
 

5. SAP Netweaver Application Server High Availability: 
As the High Availaibility topic on the Netweaver Platform can get very complicated and implemented 
differently depending on the customer landscape and their needs, please refer to the following links 
for additional information:  
 
Achieving high availability for SAP solutions (SDN): 
http://www.sdn.sap.com/irj/sdn/ha 
 
SAP High Availability (SAP Help): 
http://help.sap.com/saphelp_nw04s/helpdata/en/08/5741114ae611d1894f0000e829fbbd/frameset.htm 

  

http://smartdownload.sap.corp:4080/handler/download.epd?context=29117EDC4986B0A3FE5497C1EC0914DC7F1386CD4BD4D8D95D9F45F2D6CBE6B60C01DEEDD15D852B479DA77996088D99B5BAE07498F24D8DF119D51C107F091E
http://smartdownload.sap.corp:4080/handler/download.epd?context=29117EDC4986B0A3FE5497C1EC0914DC7F1386CD4BD4D8D95D9F45F2D6CBE6B60C01DEEDD15D852B479DA77996088D99B5BAE07498F24D8DF119D51C107F091E
http://www.sdn.sap.com/irj/sdn/ha
http://help.sap.com/saphelp_nw04s/helpdata/en/08/5741114ae611d1894f0000e829fbbd/frameset.htm
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Performance Considerations 

Active Concurrent Users in the system 

Concurrent Users: With the term concurrent users we mean the number of users currently working with the 
BPC application at any given point in time. This might be users either using one of the BPC Clients (Excel or 
Admin) or the BPC Web interface. The users are actively working in the system at a normal pace. 

Influence: The higher number of concurrent users actively using the BPC application the more amounts of 
resources will be required to handle their requests by the system. It is important to also distinguish the users 
performing simple tasks, like opening basic reports vs. users performing ñheavierò tasks, such as inputting 
data or triggering data manager packages.  The second will generally generate a heavier load on the system. 

Recommendation: Refer to the BPC sizing guide (https://service.sap.com/sizing) to get a high level view of 
what amount of hardware you will need in order to handle your user load.  In general, you can have 
approximately 100 concurrent BPC Users per each Application Server instance, so if you have a higher 
number of concurrent users, at the very minimum you would need to add some additional server dialogue 
instances.  Keep in mind you will need to factor the number of .NET servers as well, and whether or not you 
will be sharing any of these resources with other installations and server components (like the database 
itself).  These are just a few starting things to discuss when analyzing user load and should be properly 
discussed and planned for accordingly with the appropriate sizing resource before attempting productive use. 

Data Volume  

Data Volume: The data volume can have a significant impact on performance. Here we mean both 
transaction and master data.  Always remember to properly filter and select the data being operated on.   

Influence: Large volumes of Master Data (Dimension Members) have an impact on performance for several 
aspects of BPC functionality, like Logon, Member Processing, Report formatting etc...  

Large volumes of Transactional Data have a direct impact on data retrieval times for reports and script logic. 
When building reports that need to read large data volumes make sure that you keep your BPC cubes 
optimized. Refer to the ñLight Optimizationò Section of this document for further details on the optimization 
routine part of BPC. 

Recommendation: We recommend only keeping the necessary data in your cubes. Make sure you archive 
that data not used anymore in your application. In some case it might be of benefit to split your application 
into two cubes. For example, if most of your reporting is based on the current and last year and for only very 
few reports you might have to refer to data that is older than 2 years, in this case splitting that data older than 
2 years could be of benefit for the performance of your most used reports. 

Complexity of any script logic used for calculations 

Script Logic: The amount of logic that you are using for running custom calculations, currency translations, 
default logic during write back, etc. can vary from project to project. Especially in planning scenarios 
customers tend to create large calculations for their specific business needs. 

Influence: Script Logic can create a significant load on the BW application server if heavy calculations need 
to be performed.  This load can also impact the Database if large amounts of data are being read and 
written. Remember that the execution of default logic is executed each time that a user inputs data. 
Depending on the complexity of the code this can significantly extend the write operation for any single user 
sending data into BPC.  

Recommendation: Keep the default logic simple and properly scoped to only the records needed for the 
calculation. Remember to always use efficient coding to reduce the amounts of reads, writes, and processing 
steps in your logic.  This will help to reduce the resource load on the Database and the Application Server.  
Also make sure to only calculate what you need ï high numbers of complex calculations can impact the CPU 
load on your Application Server.  When possible, you should use simple tuple logic in the place of heavy 
when/rec/endwhen statements. 

https://service.sap.com/sizing
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Complexity of any Consolidation Logic 

Consolidation Logic: Consolidation logic configuration mainly depends on business rules, Script logic and 
Validations. In general, the more complex the business rule, Script logic and Validation are, the more 
complex the Consolidation logic in general. According to the business scope these things need to be defined 
in an optimal way. For example: when the group hierarchy structure in the group dimension is very complex. 
When you run currency translation, you can indeed get a lot of data which might be too more than what you 
need. Users also need to be very careful with Validations since it can have a negative impact on 
performance. 

Influence: Consolidation Logic has potential to impact performance if the configuration is not optimal. When 
the script logic runs it can duplicate records based on the group structure and number of group currencies.   

Recommendation: In order to reduce the volume of data generated by currency translation, in your óGô type 
dimension, i.e. GROUPS, find the property ENTITY and clear values in that property for all group members. 
In your dimension ñGROUPSò, you can also find the property STAGE_ONLY, if you have left this property 
blank for all group members then change it to ñEò. 

Complexity of any member access rules 

Member access rules: The security model put into place will affect performance of BPC functionality such 
as: data retrieval and data writing, script logic execution, BPF usage, Client login times, consolidation 
execution, etc.  

Influence: The amount of member access profiles and dimensions that are defined as secure will have a 
direct impact on the performance of the system (as mentioned above). Try to keep these to a minimum.   

Recommendation: Security is critical in each project; our recommendation is only to keep it as simple as 
needed since it does have an impact on performance. Making frequent changes to your member access 
profiles will adversely affect the logon times for the BPC Excel Clients, as this will require a resynchronization 
of the local dimension member files each time that a change to the users access has been made.  

Data Volume per query or volume of any operation transporting data 

Data Volume: The data volume can have a significant impact on performance. Here we mean both 
transaction and master data. Always remember to properly filter and select the data being operated on.  

Influence:  Refer to section 3.2 

Recommendation: Refer to section 3.2 

Report Design 

Report: When reading the data from SAP NetWeaver BI InfoCubes, SAP BPC uses two different SAP 
NetWeaver technologies: 

Online Analytical Processing (OLAP) BAPIs, 
which allow SAP BPC to access the data in SAP NetWeaver BI InfoCubes via the Multidimensional 
Expressions (MDX) language. 

Internal APIs, 

which enable SAP BPC to use private APIs (unsupported for third-party or customer use) to read data from 
SAP NetWeaver BI InfoCubes. 

Note: The Shared Query Engine (SQE), a module of SAP BPC, determines the optimal technology to use: internal APIs 
or OLAP BAPIs. 

The Shared Query Engine or SQE is the central module for reading all of the data from an SAP BPC 
application. (Ex: SAP BPC Excel client, the Web, and the data manager). Technically, the SQE in SAP BPC 
7.x NW consists of the following four sub-modules. These sub-modules are completely invisible to the end 
users. 
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Â RSDRI query 
RSDRI is the function group in SAP NetWeaver BI that deals with access to InfoProviders. In the SQE, 
an RSDRI query means calling the internal SAP NetWeaver BI functions to read data from an 
InfoProvider (Fastest). 
Â MDX query 
SAP NetWeaver BI exposes OLAP BAPIs to access data from an InfoProvider through MDX. The MDX 
query method in SAP BPC generates the MDX statements required to retrieve data with the SAP BPC 
application logic applied. It is always used when there are dimension member formulas, measure 
formulas, or hierarchy parent values to be retrieved. 

Â Axis query 
To request a contiguous region of data (e.g., an array of data to be displayed in a grid in 
SAP BPC Excel), the system uses the Axis query, which contains internal logic that 
determines (among other things) whether an RSDRI query or an MDX query will do the 
actual retrieval of data. Then, the Axis query calls the appropriate method. In some cases, 
the Axis query even breaks one request into multiple queries, each of which might call an 
RSDRI query or an MDX query, and then merges the results. 

Â Cell query 
In direct contrast to an Axis query, this method specifically deals with requests for sparse 
data. A Cell query is required because SAP BPC supports users building highly formatted 
reports by retrieving several different individual cells from an SAP BPC application.  

Note: As of BPC 7.5 NW SP5 and BPC 7.0 NW SP8, we no longer use Cell query, see SAP Note 1329178 

The RSDRI Query is only possible if: 
Â No member formula has been defined on the requested members.  
Â You use the Periodic measure for an Application of type PER storage, or you use the YTD measure 

for an Application of type YTD storage, (respectively). No parent node has been requested on the 
Time dimension.  

Â No multiple members on account dimensions are requested when account dimension is not set on 
ROW/COL.  

Â Only base members have been requested for the dimension which is defined on the ROW/COL in 
the evDre report.  
 

Front end formatting ï report design considerations: 

BPC could also potentially spend a lot of time in the Excel Client as well.  This time will ultimately depend on 
how you build your Report/Input Schedule 
The EvDRE processing sequence is designed so that the formatting instructions of the Format range do not 
override the formats of the Before and After ranges as well as of the formatted sets. If some portions of the 
report are already formatted, the format instructions do not break the predefined formats. 

 
When the system expands an EvDRE report, it processes the tasks in the following sequence: 

1. Expands the member sets to apply (this includes the members of the formatted sets, if defined) 
2. Performs suppressions (optional ð based on the setting in the expansion or option ranges) 
3. Refreshes data 
4. Applies formatting instructions 
5. Applies sorting instructions 
6. Inserts Before and After ranges of sorting, with their formats 
7. Applies formats of the formatted sets 
8. Inserts Before and After-ranges of the expansions, with their formats 

 
Factors that can cause long run times in the front end for reports/input schedules: 

1. Formatting 
2. VBA or Macros 
3. Calculations in Excel (Formulas) 
4. Validations in the front end 
5. Applying Before/After Ranges 
6. Zero Suppression 
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Network 

Network: What type of network connections are we talking about?  These can be the client connections or 
the connections between the .NET server and the ABAP server and the Database as well. 

Influence: It is Important that the user accessing the BPC system with the BPC Client or over the BPC Web 
has a solid network connection. With this we mean that a good bandwidth is guaranteed and that that latency 
should not be too high. 

Recommendations: When planning the architecture of the BPC landscape and the Client rollout it is 
important to consider the location of the users (in case of a global user base) and the kind of access that 
they will have to the site hosting the BPC servers. 

The access speed to the BPC local client cache directory is also very important. The Excel Client is working 
quite a bit with the local cache. This is generally not an issue if the local cache is on the local hard drive of 
the Workstation where the BPC Client is installed. However, we see a lot of customers where the My 
Documents directory hosting the BPC local client cache is stored on a network share. This network share is 
then accessed by the local PC installation as well as if a Terminal Server (Citrix) client rollout is used. 
Depending of the location of this network drive compared to the actual workstation/terminal server on which 
BPC is running, the access times to this share could be quite slow. If the access to the network share is not 
optimal for the BPC Excel Client we recommend having the BPC local cache directory moved to a directory 
stored on the local hard drive of the particular machine hosting the BPC client. 

 

Performance Analysis 

Resources Utilization 

Front End Clients: 
 

 
 

The BPC Client tier takes user requests/actions and converts them into SOAP requests.  These SOAP 
requests are processed by the .NET tier and communicated via HTTP and/or HTTPS protocols. BPC for 
Excel (and other office clients) are synchronous, i.e. the request is processed immediately and the client 
waits for a response to be sent back from the .NET Tier. Some SOAP requests from the BPC Administration 
console are asynchronous.  These requests start a process, and then the client continues to check the status 
of the process via an additional SOAP request until a ñSuccessò or ñErrorò condition is encountered. SAP 
BPC clients donôt connect directly with SAP NetWeaver AS ABAP; they always go through the .NET Web 
server or .NET application server. Based on our experience, the end user machine should not have less than 
1GB of physical memory.  This is actually quite low and a safer limit would be 2GB. 
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BPC .NET Tier: 
 

 
 
Communication between the BPC .NET and ABAP AS Tiers is performed via RFC calls.  Each RFC call 
requires a dialog worker process. In SAP BPC, little processing remains in the .NET application server. The 
.NET application server in SAP BPC mostly repackages (i.e., converts) the data from SAP NetWeaver 
Application Server (SAP NetWeaver AS) into the required format that the SAP BPC clients expect. 

 

ABAP Application Server- Reading data: 
 

When reading the data from SAP NetWeaver BI InfoCubes, SAP BPC uses two different SAP NetWeaver 
technologies: 
Å Online Analytical Processing (OLAP) BAPIs, which allow SAP BPC to access the data in SAP 
NetWeaver BI InfoCubes via the Multidimensional Expressions (MDX) language. 
Å Internal APIs, which enable SAP BPC to use private APIs (unsupported for third-party or customer use) 
to read data from SAP NetWeaver BI InfoCubes. 

Note: The Shared Query Engine (SQE), a module of SAP BPC, determines the optimal technology to use: internal APIs 
or OLAP BAPIs.  

 

Database Tier: 

 
 
The Database Server Tier is responsible for data storage and retrieval.  There is nothing unique in the 
Database Server Tier with BPC 7.x for NetWeaver. The only tier that communicates directly with the 
Database Server Tier is the ABAP Application Server Tier. The SAP BPC application also creates a number 
of new tables in the database in which to store its file system data; for example script logic, excel templates, 
reports, data manager files, etc.  

Note: there are also various files stored on the client side OS file system for caching. 

Consolidation scenarios tend to have higher resource consumption within the SAP NetWeaver dialog 
instances, while planning scenarios tend to have higher resource consumption within the database.  In the 
performance project for sizing guide testing we observed the following: 
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In the planning scenario testing (at peak load), approximately 70% of overall CPU was consumed by 
database processing, while the remaining 30% was consumed by processing in the NetWeaver dialog 
instances. 

In the consolidation scenario testing (at peak load), approximately 20% of overall CPU was consumed by 
database processing, while the remaining 80% was consumed by processing in the NetWeaver dialog 
instances. 

 

Logon:  
 

All dimension members are cached locally on logon, both for the Admin Client and Office Client. For the 
Office Client, this process reads your security model: complex security models for member access security 
can adversely affect performance of the BPC logon. For the Admin Client, security model for member access 
profile is ignored, as only administrators can logon to the Admin Console. If you have a large number of 
dimension members and you have a slow WAN connection, logon performance can suffer. So make sure 
that you have better bandwidth or use Citrix for low bandwidth areas. Dynamic Report Templates are cached 
locally on logon based on the ñtemplate_versionò field set in Admin. If you update dynamic report templates 
frequently, this can impact logon time for the BPC Office Client. Consequently, if these are cached and not 
updated frequently, then performance of logon shouldnôt be impacted 

Note: Logon performance has improved a lot from BPC 7.5 NW SP6, detailed logon process analysis information is 
provided in Modeling and Reporting recommendations section. 

 

Read Operations on Data: 

 
During read operation dimension members are cached locally on logon, both for the Admin Client and Office 
Client. Read operation on dimension members will primarily impact logon times. End user runtime should be 
fast for dimension member retrievals, as they are cached locally. Web client responses may be more directly 
impacted by dimension members as they are read from the backend (not local cache). Transactional data 
performance will be impacted based on the number of records per InfoCube (application). Executing ñLight 
Optimizeò compresses the cube, rebuilds all cube indexes, and updates DB statistics for the cube. Executing 
ñFull Optimizeò will automatically remodel the cube ï  

Caution: The light optimize could run a very long time if you have a high volume of data in the fact table. BWA can help 
read times for transactional data. Check the section 5.7 BWA for more details on the usage of BWA. 

 

Write Back Operations on Data: 
BPC write back performance is primarily affected by: 
Work Status Locks 
Validation Framework 
Security Model 
Concurrency Lock parameters 
Generally, the higher the degree of complexity in these areas, the more overhead placed on write-back 

 
 
Front End Client:  
For Front end Macros, Calculations, and Excel Formulas will affect the overall end user performance. 
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How to use Logs and Traces of BPC 

Log and Tracing capabilities are possible for three layers: BPC Client, BPC .NET Server, and the ABAP 
Application Server system. 

 
BPC Client Tier: 
 
Recapitulation of Client Logs in BPC NW 7.0: 

¶ In order to get detailed client logs in BPC 7.0, it is necessary to switch the Web Appset Parameter 

ñLOGLEVELò from the default value 3 to 4 (or higher). 

¶ LOGLEVEL controls not only client logs, but also logs on the .Net and ABAP server (SLG1). 

¶ The logs can be found under ĂMy Documentsñ -> BPC -> Logging 

¶ For every day with activity in BPC a new log file is created. The format is log<mm-dd-yyyy>.txt 

 
Client Logs and Traces in BPC NW 7.5: 

¶ In release 7.5 the client logs are controlled by the xml-file log-configuration.xml. This file is located in the 

installation folder of the BPC frontends (e.g. C:\Program Files\SAP Business Objects\PC_NW). 

 

 
 

¶ There is no tool available for modifying the parameters; it needs to be done within the file itself (open 

with notepad). 

¶ In order to analyze the performance of the BPC excel client, the ñTrace Settingò is important, rather than 

the ñLog Settingò. 

Log-configuration.xml:  

Trace Severity: 

¶ ñTraceSeverityò is used to do trace filtering; the default value is ñERRORò. 

¶  Currently there are six severities supported:  

o DEBUG 

o PATH 

o INFO 

o WARNING 

o ERROR 

o DONOTHING 

¶ Most detailed client trace information can be obtained by setting TraceSeverity to ñDEBUGò; this is 

the recommended setting for analysis (similar to LOGLEVEL = 4 in BPC 7.0) 

¶ After having finished the analysis the TraceSeverity should be switched back to ñERRORò! 
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Trace Destination: 

¶ While in BPC 7.0 the location of the log files was fixed (My Documents -> BPC -> Logging), however 

in BPC 7.5 it can be customized. 

¶ By default the logs and traces are located in the installation folder of the BPC frontends e.g.:  

<TraceDestination value=ñC:\Program Files\SAP BusinessObjects\PC_NW\Logging\Traceò/> 

¶ The trace destination can be changed to any other location.   

Other Parameters: 

¶ TraceFile Count: The new logging system uses the Round Robin to write traces. TraceFileCount 

stands for count of Trace File in the Round Robin. Here is an example. Letôs assume TraceFileCount 

is 2. So firstly traces are written into BPCTRACE.0.LOG. (Trace file name pattern: 

BPCTRACE.x.LOG, x starts from 0 and end with TraceFileCount -1) If the size of this file reaches to 

MaxTraceSize, a new file BPCTRACE.1.LOG is created. When BPCTRACE.1.LOG reaches the 

MaxTraceSize BPCTRACE.0.LOG will be overwritten. Default value is 10.  

¶ MacTraceSize: The max size of single trace file. Default value is 10, unit is MB.  

¶ TraceUser: Can be used to restrict traces to a specific BPC user. Default value is empty. 

 
.Net Tier: 
 
The .NET Tier offers three primary logging mechanisms 

¶ BPC .NET Server Logs 

¶ Microsoft IIS Server Logs 

¶ Microsoft Windows Event Viewer 
Each of these logs gives different information that can be used to troubleshoot issues 
 

 
 
.Net server logging is quite similar to client logging. The same two types logging occurs on the .NET server 
as the client side, standard logging and trace files. Both are located in subdirectories under the .NET server 
installation\Logging directory by default. 
 
The same trace and log levels from the client tier apply here. The log settings can be configured by modifying 
the log-configuration.xml file in the BPC server installation\Websrvr\web directory. 
 
You can monitor the utilization of the .NET server by reviewing the processes dllhost.exe, which represent 
the COM+ objects and w3wp.exe, which represents the core IIS/WWW service. These processes can be 
monitored via Task Manager. 
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ABAP Tier: 
 

The ABAP Application Server Tier code (written in ABAP) is stored within the UJ package.  You can display 
the package contents in transaction (SE80). This code performs all of BPCôs business logic and can be 
debugged in real time.  It also provides MDX parsing capabilities and is responsible for communication with 
the underlying database as well as communicating back to the BPC .NET Tier. 
 
Tracing BPC with Netweaver (ABAP): 

¶ NetWeaver offers tracing capabilities as well as debugging capabilities.  

¶ An overview of the Tracing Capabilities within a NetWeaver system which will help troubleshoot BPC 
issues are as follows: 

¶ Step 1: Check ST22 to see if any ABAP dumps occur. In general, these would be caused by BPC 
programming bugs and should be reported to SAP. Some may be caused by system issues, so 
check the details of the errors to see the root cause 

¶ Step 2: Check SM21 to see any connection errors between the .NET Server and the ABAP Web 
Application Server 

¶ Step 3: Check SLG1 or SLG2 for BPC specific logs 

¶ Step 4: Enable RFC Trace using ST05 

¶ Step 5: Enable any detailed trace using ST01 

¶ Tracing and Logging should be used as the first option to troubleshoot ABAP issues within BPC 

¶ Debugging can be used if Tracing and Logging donôt solve your issue 
 

 
ST22: Check for ABAP Dumps:  
 

 
 

Check ST22 to see if any ABAP dumps occur. In general, these would be caused by BPC programming bugs 
and should be reported to SAP. Some may be caused by system issues, so check the details of the errors to 
see the root cause. 
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Check system connections using transaction SM21: 
 

 

As BPC communication occurs through RFC, all RFC system connections can be checked through 
transaction SM21. Transaction SM59 can also be used to verify the RFC connection configuration. 
 
Tracing RFC Connection using ST05: 
 
As the BPC Services users are setup as communications users, they do not allow debugging. However, RFC 
trace in ABAP can be set in ST05. 

In order to get a more detailed picture about what is happening on the data base, it is recommended to 
perform a SQL trace (transaction ST05). 

For recording a trace during execution of a refresh/expand, the SQL trace must be activated for the user 
BPC_SYSADMIN: ST05 -> Activate trace with filter -> User Name: BPC_SYSADMIN (or your backend user if 
you start a step from there) -> Enter. 
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Execute the step in BPC excel client. 

Click on ñDeactivate Traceò and then ñDisplay Traceò 

Search for long running SELECT statements to your Cube. Highlight the SELECT statement by double click. 
You can display the execution plan by putting the cursor on the SELECT statement of the OPEN operation 
and clicking on the ñExplainò button. 

  

 

 

The same functionality is available in transaction ST12. Additionally it is possible to perform an ABAP trace at 
the same time. 

For more information about Performance Traces please check here: 

http://help.sap.com/saphelp_nw04/helpdata/en/5a/ace273ca0211d194b500a0c94260a5/content.html 
  

http://help.sap.com/saphelp_nw04/helpdata/en/5a/ace273ca0211d194b500a0c94260a5/content.html
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ABAP Trace: 

The ABAP trace (transaction-ST12) is used to measure runtimes in ABAP coding. 

Enter a title in the Comment field and the user name BPC_SYSADMIN (or your backend user if you start a 
step from there). 

Set the flag ñwith internal tablesò, click on the button ñFurther opt.ò and increase ñMax. size of fileò. Click on 
ñStart Traceò, execute the steps to be measured and click on ñEnd Traces & Collectò. 

After the measurement you can collect the trace file at the bottom and evaluate ABAP and SQL Trace. 

 

 

At the top of the ABAP trace you can see the percentage of CPU time in ABAP and on the data base. 

Sorting the column ñNetò in descending order shows you the longest running parts of the coding on the top. 
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BPC Application Logs using SLG1: 
 

¶ Using SLG1, you can view detailed logs written by the BPC Software within ABAP. 

¶ The logs within SLG1 can show different types of information: 

¶ Error Message 

¶ Warning Message 

¶ Debug Message 

¶ To view all logs related to BPC, enter object ñUJò and execute SLG1. 
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The output of the logs is as follows: 
 

 
 
To see detailed logs, you can double click on the log item. 
 

 
 
 

¶ In this case, you can see all details of the SQE call ñUJQ_RUN_XML_QUERYò from the .NET tier in 
the system logs. 

¶ The SQE logs all details based on the type of call. Therefore, you can see all the MDX statements 
executed within the system logs as well.  

¶ All calls to SQE are centralized and write to system logs, and therefore, this will give you the log for 
all SQE calls, whether it is BPC for Excel, Script Logic, Data Manager, etcé 

 






















































