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SAP Legal Disclaimer 

The information in this presentation is confidential and proprietary to SAP and may not be disclosed without 

the permission of SAP. This presentation is not subject to your license agreement or any other service or 

subscription agreement with SAP. SAP has no obligation to pursue any course of business outlined in this 

document or any related presentation, or to develop or release any functionality mentioned therein. This 

document, or any related presentation and SAP's strategy and possible future developments, products and 

or platforms directions and functionality are all subject to change and may be changed by SAP at any time 

for any reason without notice. The information on this document is not a commitment, promise or legal 

obligation to deliver any material, code or functionality.  This document is provided without a warranty of any 

kind, either express or implied, including but not limited to, the implied warranties of merchantability, fitness 

for a particular purpose, or non-infringement.  This document is for informational purposes and may not be 

incorporated into a contract. SAP assumes no responsibility for errors or omissions in this document, except 

if such damages were caused by SAP intentionally or grossly negligent. 

All forward-looking statements are subject to various risks and uncertainties that could cause actual results 

to differ materially from expectations. Readers are cautioned not to place undue reliance on these forward-

looking statements, which speak only as of their dates, and they should not be relied upon in making 

purchasing decisions. 
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IBM Legal Disclaimer 

É Copyright IBM Corporation 2011. All rights reserved. 

U.S. Government Users Restricted Rights - Use, duplication or disclosure restricted by GSA ADP Schedule Contract 

with IBM Corp. 

THE INFORMATION CONTAINED IN THIS PRESENTATION IS PROVIDED FOR INFORMATIONAL PURPOSES 

ONLY.  WHILE EFFORTS WERE MADE TO VERIFY THE COMPLETENESS AND ACCURACY OF THE INFORMATION 

CONTAINED IN THIS PRESENTATION, IT IS PROVIDED ñAS ISò WITHOUT WARRANTY OF ANY KIND, EXPRESS OR 

IMPLIED. IN ADDITION, THIS INFORMATION IS BASED ON IBMôS CURRENT PRODUCT PLANS AND STRATEGY, 

WHICH ARE SUBJECT TO CHANGE BY IBM WITHOUT NOTICE.  IBM SHALL NOT BE RESPONSIBLE FOR ANY 

DAMAGES ARISING OUT OF THE USE OF, OR OTHERWISE RELATED TO, THIS PRESENTATION OR ANY OTHER 

DOCUMENTATION. NOTHING CONTAINED IN THIS PRESENTATION IS INTENDED TO, NOR SHALL HAVE THE 

EFFECT OF, CREATING ANY WARRANTIES OR REPRESENTATIONS FROM IBM (OR ITS SUPPLIERS OR 

LICENSORS), OR ALTERING THE TERMS AND CONDITIONS OF ANY AGREEMENT OR LICENSE GOVERNING THE 

USE OF IBM PRODUCTS AND/OR SOFTWARE. 

 

IBM, the IBM logo, ibm.com, AIX, DB2, DB2 Universal Database, pSeries, POWER6, POWER7 are trademarks of 

International Business Machines Corp., registered in many jurisdictions worldwide. Other product and service names might be 

trademarks of IBM or other companies. A current list of IBM trademarks is available on the Web at 

www.ibm.com/legal/copytrade.shtml. 

http://www.ibm.com/legal/copytrade.shtml
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SA MP SAP High Availability  
Customer Value 

SAP NetWeaver 

Â Is usually business critical and has high 

availability needs  

Â Is a complex technology platform with 

various subcomponents  

ÂScripting HA for SAP NetWeaver is a 

manual, error-prone and time consuming 

process 
 

SA MP  

ÂSA MP provides out-of-the box high 

availability policies - they can be applied 

in less than one week to make SAP 

highly available and provide a central, 

easy operating 

SAP NetWeaver on DB2 pureScale 
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SA MP SAP High Availability  
Customer Value 

SA MP for SAP 

ÂHigh availability and automation solution for SAP 

NetWeaver 

ÂSupport for all major SAP landscape components ï SAP 

Central Services, database and NFS servers  

ONE technology can be used to AUTOMATE a full SAP 

landscape 

SA MP SAP HA Solution includes  

ÂComprehensive documentation that guides through the 

process of installing and configuring SAP for HA 

ÂEasy to use wizard guides through required steps to 

configure SA MP policies for SAP, IBM DB2, and NFS 

 



SAP NetWeaver Architecture Overview 
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SAP NetWeaver Solutions Structure  

SAP NetWeaver 

ÂSAP NetWeaver is the infrastructure which allows to run different SAP solutions 

like ERP, CRM, and others. SA MP provides a high availability solution for SAP 

NetWeaver to cover mission critical SAP solutions 

ÂA single SAP NetWeaver instance can run a single solution. (1:1) 

ÂSAP NetWeaver stack consists of: ABAP, Java or Double stack (ABAP and Java) 

SAP NetWeaver 

(ABAP or  

Double Stack) 

SAP ERP 

SAP NetWeaver 

(ABAP) 

SAP CRM 

SAP NetWeaver 

(JAVA) 

SAP Portal 

SAP NetWeaver 

(Double Stack) 

SAP  

Solution Manager 

End Users Service Desk 

Solution  

Developer 
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SAP NetWeaver  
Architecture 

SAP NetWeaver 

ÂApplication server(s)  

ÂSAP Central Services 

ÂStandalone Enqueue Service 

ÂEnqueue Replication server 

ÂMessage Server 

ÂGateway Server 

ÂDatabase 

ÂAdditional Components 

ÂSAP WebDispatcher 

ÂSAP Router 

ÂSAP NFS Shares 

SAP NetWeaver on DB2 pureScale 
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SAP NetWeaver  
Failure Scenarios: Central Services 

Enqueue Server (Enqueue Replication Server) 

Â Manages locks of business layer 

Â Outage: SAP applications cannot acquire locks 

anymore and therefore the SAP system hangs 

Â SAP infrastructure allows transparent recovery, but 

failover has to be automated 

Â Automated recovery of Enqueue Server environment is 

done by SA Multiplatforms 

Â End-user(s) can continue work after short freeze 

Message Server 

Â Internal application server communication and Load 

Balancing over logon groups 

Â Outage: No communication and dispatching between 

application server possible 

SAP Gateway 

Â RFC services 

Â Outage: No RFC communication 

This can also be used for  

planned scenarios 

SAP NetWeaver on DB2 pureScale 
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SAP NetWeaver  
Failure Scenarios: Application Server 

Application Server Failure 

Â Recovery of Application Server is automated by 

SA Multiplatforms or in an End-to-End 

automated environment by SA Application 

Manager and Agentless Adapter 

Â End-user(s) have to re-logon, previous session 

information is lost 

Â End-user(s) will automatically be re-routed to 

another Application Server (SAP Group Logon) 

This can also be used for  

planned scenarios 

SAP NetWeaver on DB2 pureScale 
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SAP NetWeaver on DB2 pureScale 

SAP NetWeaver  
Failure Scenarios: Database Server & NFS 

Database Server Failure 

Â Recovery of Database can be automated by 

Tivoli System Automation for Multiplatforms 

Â SAP automatic re-connect feature connects to 

a surviving database member 

Â End-user(s) remain logged on (either freeze or 

re-enter not committed work) 

 

 

NFS Failure 

Â Recovery of NFS can be automated by Tivoli 

System Automation for Multiplatforms 

In planned scenarios this can be 

done transparently to end users. 
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IBM Tivoli System Automation for Multiplatforms 
Overview 

System Automation for Multiplatforms 

ÂTivoli System Automation for 

Multiplatforms is a high availability 

clustering solution with advanced 

automation capabilities  

ÂManages business application 

availability by:  

ÂDetection of outage through monitoring 

ÂKnowledge about application 

components and their relationships 

ÂRecovery of failed resources and whole 

applications, either in place or on another 

system in a Linux, AIX, Solaris or 

Windows cluster 
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Resources / Relationships 

IBM Tivoli System Automation for Multiplatforms 
Policy based automation 

System Automation for Multiplatforms 

ÂClusterwide policy with 

ÂResource information, like start, stop, 

and monitor, and preferred systems 

ÂGroups of resources enable operations 

at the business level 

ÂRelationships model your configuration: 

Start/stop, DependsOn, Location 

ÂResource harvesting 

ÂNo programming required 

ÂOperators control applications at the 

business level 

ÂOperators do not need to remember 

application components and 

relationships 
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SAP NetWeaver Cluster with SA MP 

Cluster Solution for SAP Central Services and SAP Application Server 
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SAP NetWeaver High Availability with SA MP 
 

SAP NetWeaver HA 

ÂSA MP provides product support for 

a SAP NetWeaver policy 

ÂAutomated start, stop and failover of 

the SAP Central Services 

ÂAutomated start, stop and restart of 

the Application Servers 

ÂBest-of-breed, with long and 

successful customer relationships 

ÂEase-of-use through comprehensive 

documentation and policy 

configuration wizard 
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SAP NetWeaver High Availability with SA MP 
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SAP Enqueue Server and Enqueue Replication Server 
Lock List Replication 

Enqueue Replication Server (ERS) 

Â SAP Application Servers lock business objects via enqueue server 

Â SAP Enqueue server keeps lock in memory and replicates the locks to the enqueue replication server 

(shared memory) 

Â SA MP: Ensure correct start-up sequence / node of ES and prereqôs 

Â SA MP: Ensure correct start-up sequence / node of ERS 
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SAP Enqueue Server and Enqueue Replication Server 
Enqueue Server Failure 

Enqueue Server Failure 

ÂPrimary lock list is lost 

ÂSAP application server try to re-connect to enqueue server via virtual IP address 

ÂSA MP: Recognize Node 1 failure 
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SAP Enqueue Server and Enqueue Replication Server 
Re-create Lock List 

Enqueue Server Recovery 

ÂSA MP: recovers enqueue server on standby node and moves the virtual IP address 

ÂSAP enqueue server restores the lock list based on the copy in shared memory 

ÂSAP application servers re-connect via VIP 
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SAP Enqueue Server and Enqueue Replication Server 
Lock List Replication 

Enqueue Replication Server (ERS) 

ÂSA MP: re-establish the replication of the lock list to prevent other outages on another node 

in the cluster 

Â2 node: as soon as the failed node comes back online;  

Â3 and more node: re-establish the replication on another online node 
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